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1 Introduction performance of SMVQ. Although many low-bit-rate still-

Vector quantizationtVQ)L2 is useful for data compression Mmage compression methods have been proposed recently,
and coding, especially in image and speech coding. In VQ, such as hybrid VQ_ and SPIH?,which incorporate wavelet

a codebook, which consists of a set of codewords, must be®" Subband techniques, HTSMVQ outperforms SPIHT and
found. Each codeword in the codebook is represented as PEG when the bit rate is hlgher than 0.2 bits per p_|xel
vector. When the input data, in the form of a vector, are bpp. In Ref. 16, the smooth side-match vector quantizer
encoded by VQ, they must be compared with all the code- (SSMVQ) was proposed and used to replace the side-match

. : method to yield the state codebook, giving superior coding
words in the codebook to find the nearest codeword. Then’quality for the same bit rate. In Refs. 17 and 18, the smooth

the nearest codeword index can be taken as the code of the'. : S
input data. The input data are then reconstructed by a%de-match method was applied to progressive image cod-

simple table-lookup technique, using the input data code ing. However, two problems are common to all variants of
Finite-state vector quantizel(d;:SVQs)S‘g’lghave been SMVQ, as mentioned previously. First, each encoding

d for low-bit-rate | . The ESV block uses only two neighboring blocks to calculate the
proposed for 'ow-bit-raté imageé compression. 1n€ s} Q side-match distortions for the codewords in the supercode-
provides an efficient result, since it exploits the correlation book. The example in Fig. 1 reveals that the use of two
between_ neighboring vectors to reduce each index size byneighboring blocks does not suffice to encode a block well.
contracting the codebook into a smaller one, called the state

codebook. For each input vector, the state codebook is gen—In Fig. 1, the central block takes the upper and left blocks

N . - ighboring blocks in SMVQ, and tb ded
eralized by the next-state function that is used to select theas neighboring LIoTks i Q. and cannot be encode

X .~well because no edge information in the right and lower
codewords from the supercodebook. Each input vector is pincks is available, and the prediction is very poor. In Ref.
encoded in its own state codebook.

The SMVQ was proposed in Ref. 10 and yields a kind of
FSVQ. SMVQ uses the side-match method to obtain the
state codebook for each input block. Many variants of
SMVQ were recently proposed in Refs. 11-18. SMVQ
tries to make the gray levels of the pixels across the bound-
aries of neighboring blocks as similar as possible. How-
ever, SMVQ may fail to select the codeword that best fits
the current encoded block if the gray-level transition across
the boundaries with the neighboring blocks is either in-
creasing or decreasing. In Ref. 15, HTSMVQ, based on a
three-sided side-match FSVQ, was proposed to improve the

s

0091-3286/2005/$22.00 © 2005 SPIE Fig. 1 A block and its neighboring blocks.
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2 The Smooth Side-Match Method Using Four
upp oo ULn Neighboring Blocks
In Fig. 2, the size of all blocks imXn. Letx be the central
u block to be encoded. Let the state sp&be defined as
S={uXIXrxd: uis the codeword for the block abowel
Um,p | *0o Um,n is the codeword for the left block of r is the codeword for
the right block ofx, andd is the codeword for the block
ATEN B fig | V12| 00 Yia | Tp | oo Tin belowx}. The vertical correlation of statesandd and the
horizontal correlation of statéandr define the state of x.
: : : : : We first define the difference, dé(f), between the gray
£ : : y : : r : levels of pixelse andf as follows:
e ton | ymr | = I P i dif(e,f)=(gray level of e)—(gray level of f). (1)
...... d Then, in encoding the central block the smooth side-
diy Ln match distortions using four neighboring blocks for code-
word y are defined as
d
n . .
dif(Upm—1,Umj) +dif(y1;,Y25)
dm,l ...... dm,n Du(y)=z m->) mJZ d d
j=1
Fig. 2 The codeword y and its f ighboring blocks. .
19 € coaewora y ana Its tour neignboring bIOCKs _d|f(umyj ,ylyj) ’ (2)
m . .
dif(li n—1,1i ) +dif(y; 1,Yi2) .
15, many blocks are selected as basic blocks when an im—D'(y)_;l 2 —diflin,Yig)],

age is encoded to solve the problem. These basic blocks are 3
first coded using ordinary VQ. However, the bit rate in-
creases when the number of basic blocks is large in SMVQ. m
In the second problem, the user must specify the state codeD,(y)= E
book size before encoding the blocks. Although using a i=1
large state codebook size to encode blocks can increase the
coding quality, the bit rate is also thus increased. The use of —dif(r; 1,Yi n)
a smaller state codebook to encode blocks can reduce the
bit rate, but the coding quality of the image decreases. .
In this paper, a variable-rate finite-state vector quantizer
(VRFSVQ is proposed to improve the performance of Pdl¥)= 2
SMVQ and its variants. The VRFSVQ addresses two main
design issues. First, it applies the supercodebook directly to )
the basic blocks, and applies two-stage VQ to the other —dif(dy,Ym,j)
nonbasic blocks. Unlike in previous studies, each nonbasic
block can be encoded by the state codebook, which is Ob'Therefore, the smooth side-match distortdfy) of code-
tained by using more than two neighboring blocks to deter- |14 y is defined as
mine the smooth side-match distortions for all the code-
words in the supercodebook. Thus, the coding efficiency of -
the VRFSVQ is improved by using more information about D) =Duy)+Di(y)+D:(y)+Dy(y)- ©)
the correlation. Second, users of the VRFSVQ need not
specify the state codebook size before encoding the blocks
The sotlate co?_]eboo(;( size f?r eacdh r(]en%oding bl?Ck xar;]eswords in the supercodebook for stade TheseNg code-
according to the coding quality and the bit rate. Also, high- . ) )
detail blocks can employ a larger state codebook to enhance\%g:gz Z?nggﬁgésist?ﬁz Z?g;b%gs'egggieaiiﬁgﬁg ('Egdt?] e
coding quality, and low-detail blocks can use a smaller statesmOoth side-match distortions of codewords. Then. the
codebook to reduce the bit rate. Therefore, the coding qual'codeword nearest tis selected from the state. codebbok

ity of the VRFSVQ is better than that of traditional SMVQ " e1acex and the index of this codeword is taken as the
for a given bit rate. code ofx

The rest of this paper is organized as follows. Section 2
shows the smooth side-match method using four neighbor- . . .
ing blocks to yield the state codebook. The design of the 3 _The State Codebooks with Various Sizes
state codebooks with variable sizes is given in Sec. 3. Sec- " the VRFSVQ
tion 4 shows the design of the VRFSVQ. Section 5 presentsIn the VRFSVQ, various sizes of state codebooks are used
experimental results. Conclusions are given in Sec. 6. to encode the blocks in an image. Let the size of the super-

dif(ri 2,1 1) +dif(yi n,Yin-1)
2

: (4

dif(dy;,dqj) +dif(Ymj,Ym-1j)
2

j=1

. (5)

The selection algorithm selectd; codewords that have
'smaller smooth side-match distortions among the code-
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Fig. 3 The basic blocks in an image and the coding order of each
nonbasic block in two coding stages.

codebook beN=2"—1. When the block; ; is encoded in
the VRFSVQ, the smooth side-match method is applied to
calculate the smooth side-match distortions for all code-
words in the supercodebook. The codewords,
C,,...,Con_ are then sorted according to the smooth side-
match distortions in the supercodebook. The codeviord
with the smallest smooth side-match distortion in the super-
codebook is called theestcodeword of the blocl; ; . Let

S, be the state codebook of siz&.2Hence,k bits can
represent each codeword 8 . The codewords contained
in S, for 0<k<h—1 can be defined as

So={C1},
Sl={C2,C3},

32:{04:C5’C6,C7}’

832{081C91C10vC111C121013!CI4!C15}!

Sh-1={Cs-1,Con-1,1,...,Con_1}.

In the VRFSVQ, if the blockB; ; is encoded by the state
codebookS,, then the bit rate required fd; ; is both the
index of codewords in the state codebdgkand the code
of S.. For example, if the blockB; ; is encoded by the
codewordC4q, then both the index 010 for th&,, in S;
and the code of the state codebo8k are taken as the
output for B; ;. However, if B; ; is encoded by the best
codeword,C,, then only the code 0§, is an output for
Bi,;- Noindex forC, is required wherg; is used to encode
a block.

4 Design of the VRFSVQ

This section describes how to encode an image in the
VRFSVQ. An encoding image, 5X512 pixels, is divided

into 4X4 blocks. Thus, the size of the image can be re-
garded as 128128 blocks. These blocks can be classified
into two categories, basic and nonbasic blocks. In the

the basic blocks, which are represented by the black blocks.
In the VRFSVQ, the basic block®; ; for 1<i=<128, are
directly encoded by the supercodebook, and then the non-
basic blocks,B;; for i#]j, are encoded in two coding
stages. The main goal of these stages is to encode these
nonbasic blocks after the basic blocks are encoded in an
image. Figure 3 also shows the coding order of each non-
basic block in the two coding stages. L@ﬁj and Cﬁj
indicate the codewords used to encode the nonbasic block
B;; in the first and second coding stages of the VRFSVQ,
respectively. Initially, for each basic block;;, we set
Cﬁizcﬁi:C’, whereC' indicates the encoding result of
the blockB; ; in the supercodebook. In the following, we
describe how to encode the nonbasic blocks by two coding
stages of the VRFSVQ.

In the first stage, each nonbasic block uses two neigh-
boring blocks to calculate the smooth side-match distor-
tions for all the codewords in the supercodebook to yield
the state codebook. Since the diagonal blocks are selected
as the basic blocks, they are encoded first. The encoded
image is therefore divided into two parts, the upper trian-
gular region and the lower triangular region. In the upper
triangular region, the neighboring blocks of the currently
encoded block are defined to be its left block and its lower
block. In the lower triangular region, the neighboring
blocks of each encoded block are defined to be its right
block and its upper block. In the first coding stage, the
codeword with the smallest smooth side-match distortion in
the supercodebook is regarded the encoding result. That is,
after the first coding stage of the VRFSVQ, each nonbasic
block is encoded by its best codeword. For example, if the
block B; ; in the upper triangular region is encoded in the
first coding stage, theB; ; uses two codewordﬁ;ilyj_1 and
Ci1+1’j, as the neighboring blocks to calculate the smooth
side-match distortion for each codeword in the supercode-
book, and then the codeword with the smallest smooth side-
match distortion, nameI)Cﬁj, is the encoding result of
Bi;.
]Before these nonbasic blocks are encoded in the second
coding stage of the VRFSVQ, each nonbasic block is ex-
amined for whether it is high-detail, as follows. Let the
supercodebook contaimN codewords,C;, C,,...,.Cy.
Then all the codewords in the supercodebook can be sorted
by variance. The variance of codewdEge R is denoted
by var(C;) and defined as

~ =1 ¢ .
Va.r(Ci): E (Ci j_di)zi where di:—l_l i (7)
=t 16
Thus, let
var(C,)=var(C,)=---=var(C,)=---=varnCy). ®

In the second coding stage of the VRFSVQ, the high-
detail and low-detail blocks can be identified according to
their codes, obtained in the first stage. For example, if the
nonbasic blockB; ; is encoded by the codeword, in the
first stage, then the variance Bf ; is as high as that o, ,

VRFSVQ, the diagonal blocks in an image are regarded asand thusB; ; is considered to be a high-detail block in the

the basic blocks. Figure 3 shows an example to illustrate
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second coding stage of the VRFSVQ. Furthermore, if the
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nonbasic blockB; ; is encoded by the codewol@y, then than isC,, to enhance the coding quality of the encoding
Bi ; has as low a variance &% and is thus regarded as a image. The ratio of the distortion to the bit rate,
low-detail block. A block is generally regarded as a high- &(B; ;,Cy), is defined as

detail block in the second coding stage of the VRFSVQ if it

is encoded by one of the codewor@s, C,,...,Cy, in the (B, 1,Co)
first coding stage; otherwise it is regarded as a low-detail 8(B;j,C)= intitl! Rt 4
block. AR(B; j,Cy)
After the nonbasic blocB; ; is specified as a high-detail D(B;;,C)—D(B;;,Cy)

or low-detail block, it is again encoded by the smooth side- = R(B, .CO—R(B, .C) for 1<k=N.

match method in the second coding stage of the VRFSVQ. Lok hjr-l

Each nonbasic blocB; ; can use more than two neighbor- (11

ing blocks to generate the state codebook in the second

coding stage, since all blocks in image are encoded aftergre AR(B; ;,C) andAD(B;;,C,) indicate that the bit

the first coding stage. However, the size of the state code-r4te increases and distortion decreases when the best code-

book used to encode each bloBk; in the second stage is word, Cy, is replaced by, to encodeB; ;. Let (B, ;,C,)

variable. If the blockB; ; is a high-detail block, then the pe the maximum of 8(B; ,Cy) for 1<k<N. If

large state codebook is employed to encode the block and(s(B ]

the coding quality is enhanced; otherwise, the small statef bl dinaB. d then th di lity i h q4:

codebook is employed and the bit rate is thus reduced. or encodings; ;, and then the coding quality 1S eénhanced,
The following describes how to encode the nonbasic Otherwise, the best codeword; Os used to encodB; ; to

block B; ; in the second coding stage. In that stage, each redliljgteet?heatbltth(raatZImeﬂ:)ef t\r/wzlfcﬁr\(/a(sghokis ositive. LetS

nonbasic_block will be encoded once again by using the indicate the set gf r?onbasic blocks in anpimlalve. Then the

smooth side-match method. For example, when the nonba-thresholde 's i the range ge.

sic block B; ; in the upper triangular region is encoded 9

again in the second coding stad,; uses the preencoded

codewordsCy;, ;, Cl_y;, C?;_;, andC?, ; as the neigh-

boring blocks to calculate the smooth side-match distor-

tions in Eq.(6) for all the codewords in the supercodebook.

Let the supercodebook size B¢ The codewordsC,,

C,,...,Cy are then sorted according to the smooth side-

match distortion in the supercodebook. Before selecting a

codewordC, for 1=<k=<N, from the supercodebook to en-

code the blockB; ; the distortionD(B; ;,Cy) is defined as

the Euclidean distance betweBp; and the codewor@, .

255
Then PSNR=1010gig7 , (12)

_osm=1gn=1,, 72
D(B; j,Cu) =B ;—Cul. 9 mn =0 =007 Xi)

i,C,)>¢€, then Cizj is set toC,, which replaceC,

0, max 5(B|’] !Ck) .
Bi'jes
1<k=<N

A small value ofe emphasizes the importance of distortion,
and tends to produce an encoding image with high PSNR,
but requiring an increased bit rate. The PSNR for a block of
sizemXn is defined as

Let C, be contained in the state codebagk The bit rate wherex; ; andx;/; denote the original and quantized gray

R(B; ;,Cx) WhenB, ; is encoded byCy is defined as levels, respectively. A large value efemphasizes the im-
portance of the bit rate, and tends to produce an encoding
R(B; ,C)=R(S)+b (10) image with a low bit rate, but with a decreased PSNR. In
1] ’

the second coding stage, two thresholgsande,, are set
such thate;<e,. If B;; is a high-detail block, then the

whereR(S;) is the number of bits required while using the small thresholde, is chosen and the coding quality Bf |

state codebool§;, andb bits are required to encode the 5 onpanced. IB; ; is a low-detail block, the large threshold
index of C, in S;. The bit rate required for encoding the €, is chosen and the bit rate & - is reduced
1,] .

block_ Bi j should be as small as possible to reduce the bit “ 1o design of the encoding aigorithm of the VRFSVQ is
rate in the VRFSVQ. Thus, the VRFSVQ selects the best g;mymarized as follows.

codewordC; to encodeB; ;. Since all the neighboring
blocks ofB; ; are preencoded in the first coding staBe; Al gorithm VRFSVQ ENCODER

can use more than two neighboring blocks to calculate the , L .

smooth side-match distortion for each codeword in the su- _ nput: An image,T, which is divided into 44 blocks.
percodebook to find the best codewdg, which is better ~ Two thresholdse; ande,, wheree; <e,.

than the codeword:il- encoded in the first coding stage by

only using two neighboring blocks in the smooth side- Output: The code for each encoding blockTin

match method. Thus, initiallﬁ:ﬁj is set toC, for the block 1. Step 1. Let the diagonal blocks ih be the basic
Bi ;. Moreover, the VRFSVQ determines whether a code- blocks. Each basic blodg; ; in T is directly encoded
word C, exists that is more appropriate for encodiBg; by the supercodebook. L&’ be the closest code-

Optical Engineering 067001-4 June 2005/Vol. 44(6)
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Input image T
h 4
Let the diagonal blocks in T be Let C' be the codeword used to
Step 1 [the basic blocks. Each basic block _[encode the block B, . Send the
B, is directly encoded by the Plcodes of ¢ to the decoder. Set
supercodebook. Cho=C =,
A 4
First coding stage for non-basic
Step 2 blocks B”. (see Fig. 4(b))
v
Second coding stage for non-basic
Step3  |plocks B, . (see Fig. 4(c))
(a)
Input the non-basic block B,
No Is B, . in the upper Yes
triangular region of T2
v A 4
uses Cl,; andCl;as the B. . usesCi,; and Ci as the

ncng’hbonng blocks to calculate
the smooth side-match distortion
for each codeword in the
supcrcodebook.

ncighboring blocks to calculate
the smooth side-match distortion
for each codeword in the
supercodebook.

Optical Engineering

I ]

Sort the codewords in the
supercodcbook by their smooth
side-match distortions.

Input the non-basic block B,

Is B, . in the upper
manguiar region of T2

A 4 h 4

B uses Cl,, and ¢, B,; usescl,,, cb,,. ¢, and
as’the nelghbonng ﬁ)locks to

fo- M
as™the ne'i’ghboflmg ’blocks}?f)
calculate the smooth side-match calculate the smooth side-match|
distortion for each codeword in distortion for each codeword in|
the supercodebook. the supercodebook.

Sort the codewords in thel
supercodebook to be €. €, ... € |
by their smooth side- match
distortions.

(Calculate the distortion, D(B. .|
C )and the bit rate, R(B C). for]

=1,2,..
Calculate 5(B,
3....N.

¢\ for k=2,

Sclect a codeword C tha]
satisfies that 6(B C, ) is the]
maximum of o(B C) for]
k=2.3,....N.

s B, a high-detail block
and 6(B,.C)>¢,?

C, in the state codebook S is used|
to encode block B, . Sehd both|
the code of S_and th¥ index of C,
in S, to the decoder. Set c2 C.

s B, ; a low-detail block
ant 6(8 C)>e,?

Let C, be the best codeword in the C
cupercodebook Set ¢} =C, for
the block B

is ued to encode block B,
Send the cofle of §; to th i
decoder. Set C; =

(b)

Fig. 4 Flow charts of the VRFSVQ_ENCODER algorithm: (a) the VRFSVQ encoder; (b) the first
coding stage for nonbasic blocks; (c) the second coding stage for nonbasic blocks.

word to B; ; in the supercodebook. The code of the
codewordC’ for B, ; is taken as the output. S@ﬁi
=C?=C".

. Step 2. For each nonbadi;;, i #
the following:

j, in T, perform

. Step 2.1. Ifg; ; is in the upper triangular regiofor
lower triangular regionof T, then use the encoding
results of two neighboring blocks d8; ;, namely
C,lj,l, andCIHl (orC! 41 andC,,lj) to calculate
the smooth side-match distortion for each codeword
in the supercodebook. Then, sort the codewords in
the supercodebook by their smooth side-match distor-
tions. Let C; be the codeword with the smallest
smooth side-match distortion in the supercodebook.

SetC{;=C, for B; ;.

. Step 3. For each nonbadi;;, i #
the following:

j, in T, perform

. Step 3.1. If; ; is in the upper triangular regiofor
lower triangular regionof T, then use the encoding
results of all neighboring blocks oB;;, namely

067001-5

o

~

©

C| Jt1 Cil—l,j- Ciz,j—la andci2+l,j (or Ci2,j+1’ Ciz—l,jw
C|,J—1v and Ci1+1’j), to calculate the smooth side-
match distortion for each codeword in the supercode-
book. Then, sort the codewords in the supercodebook
by their smooth side-match distortions. Let the size
of the supercodebook ¢ and the sorted codewords
in the supercodebook b&,, C,,...,.Cy.

Step 3.2. For each codewo@, for 1<k=<N, cal-
culate the distortio (B; ;,Cy) as in Eq.(9), and the
bit rate R(B; j,Cy) as in Eq.(10).

Step 3.3. Calculaté(B; ;,C,) as in Eq.(11) for 1
<k=N.

Step 3.4. Select a codewdtd that satisfies the con-
dition thats(B; ;,C,) is the maximum of5(B; ;,C,)
for 1<k=N.

Step 3.5. Le6, be the state codebook that contains
the codewordC, . If B;; is a high-detail blocKor
low-detail block and (B;;,C,)>¢; [or
4(B;;,C,)> €], then use the codewor@, to en-
code Bj, and let both the code of the state codebook

I]!
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——VRFSVQ

—&— VRFSVQ (variable rate
and two neighbors)

—*—VRFSVQ (fixed rate and

four neighbors)
al

—8— VRFSVQ (fixed rate and|
two neighbors)
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o
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—e—VRFSVQ

—&— VRFSVQ (variable rate
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——VRFSVQ (fixed rate
and four neighbors)

—B~VRFSVQ (fixed rate
and two neighbors)

0l 015 02 025 03 035 04 045 05
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(©

Fig. 5 Comparison of coding quality in the VRFSVQ: (a) “Lena”; (b)
“F-16"; (c) “Boats.”

S, and the index of th&, in that state codebook be
the outputs. Se€?;=C, . Otherwise, us€; to en-
codeB, ;, regardless of whether the block is a high-
detail or a low-detail one; then let the code &f be
the output. SeC?;=C;.

Figure 4 shows the flow chart to express the
VRFSVQ ENCODER algorithm. In the algorithm, steps 2

and 3 can be regarded as the first and second coding stages 7.

of the VRFSVQ, respectively. The primary goal of step 2 is

be encoded by a small state codebook, to reduce the bit
rate. The coding quality and the visual quality of the image
can be enhanced in the VRFSVQ.

Finally, we describe how to design the codes of the state
codebooksS, for 0s<k=n-1, as follows. The state code-
book S, is often used to encode the blocks in the VRFSVQ,
since the best codeword is usually the one closest to the
encoding block. Therefore, the code 8§ should be as
small as possible to reduce the bit rate further. The design
of the codes for the state codebooks with various sizes is
similar to that in the VRFSVQ@ENCODER algorithm, and
it is described as follows.

Algorithm DESIGN_STATE_CODEBOOK
Input: Q training imagesT,, T,,...,Tq.

Output: The codes for the state codebo&sfor 0<k
=n—1.

1. Step 1. Let the size of the supercodebookNze2"
—1. LetNy be the number of encoding blocks whose
closest codeword is found in the state codeb8pk
for 0<k=n-—1. SetN,=0 for O<k=n-—1.

2. Step 2. Eacfiy, 1=q=<Q, performs the following:

3. Step 2.1. Let the diagonal blocks Ty be the basic
blocks. Each basic blocB;; in T, is directly en-
coded by the supercodebook. L&t be the closest
codeword toB; ; in the supercodebook. The code of
C' for B;; is taken as the output. S&!;=C?
=C'.

4. Step 2.2. For each nonbasic bld8k;, i #j, in T,
perform the following:

5. Step 2.2.1. IB; ; is in the upper triangular regidior
lower triangular regionof T, then use the encoding
results of two neighboring blocks d&; ;, namely
Cij_,andC{,,; (or C};,, andC{' , ), to calculate
the smooth side-match distortion for each codeword
in the supercodebook. Then, sort the codewords in
the supercodebook by their smooth side-match distor-
tions. Let C; be the codeword with the smallest
smooth side-match distortion in the supercodebook.
SetC{;=C, for B; ;.

6. Step 2.3. For each nonbadig;, i#j, in Ty, per-
form the following.

Step 2.3.1. If blockB; ; is in the upper triangular
region (or lower triangular regionof T, then use

to preencode all blocks, and then, in step 3, each nonbasic
block can use more than two neighboring blocks to calcu-
late the smooth side-match distortion for each codeword in
the supercodebook to generate the state codebook, whereas
conventional SMVQ and its variants only use two neigh-
boring blocks. Therefore, the coding quality of each block
encoded by the VRFSVQ is better than that of obtained by
using conventional side-match methods. In step 3.5, the
high-detail blocks can be encoded by a large state code-
book, to improve the coding quality; low-detail blocks can

Optical Engineering 067001-6

the encoding results of all neighboring blocks of
Bij, namelyCl,,,, Cl;, C7;_,, andC,,; (or
C?j+1 Cfqj, Clj_1, @andCl,y)), to calculate the
smooth side-match distortion for each codeword in
the supercodebook. Then, sort the codewords in the
supercodebook by their smooth side-match distor-
tions. Then, sort the codeword3;, C,,...,.Con_4
according to the smooth side-match distortion in the
supercodebook. Le€, be the closest codeword to

June 2005/Vol. 44(6)
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Bi; in the supercodebook and be contained in the
state codebooks;. Then replaceB; ; by the code-
word C,. SetN,«N,+1.

. Step 3. Leto be the averagél, of a codeword in
S.. Then calculater,= N, /2 for 0<k=n-—1.

. Step 4. Construct a Huffman tree, based on the value
of o, for O=<k=n-1. Each leaf node in the Huff-
man tree is represented I3y for 0O<k=<n-—1. Each
leaf node in the Huffman tree is traveled, and the
code for each state codebo& for O<k=n-—1 is

70
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5 Experimental Results §:40
. . 530 237

In the experiments, two training data sels,={“Cafe”, 20

“Chart”, “Zelda", “Baboon”, “Crowd” } and
T,={"Drop”, “Tiffany”, “Bridge”, “Cameraman”, “Eff-
tower”}, were used to test the performance of the
VRFSVQ. Each training imagé12x512 pixels with 256
gray levels is divided into 4<4 blocks. The total number

of training blocks is 81,920 for each training data set. The
LBG algorithnf® is applied to design the supercodebook
for 4x4 blocks, and the supercodebook size is 192%°

—1 for each training data set. These two training data sets
were also used to design the codes for the state codebook:
S, for 0<k=9. Ten testing images, “Goldhill,” “Peppers,”
“Bike,” “Lena,” “Barbara,” “Women,” “F-16,” “Boat,”

“Face,” and “Natural,” not included in the two training
data sets, were used to test the coding performance of the
VRFSVQ. Each test image is also divided int& 4} blocks
before being coded in the VRFSVQ. In the VRFSVQ, the
basic blocks in the image are directly encoded by the su-
percodebook, and the nonbasic blocks are then encoded by
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the VRFSVQ. In the first coding stage of the VRFSVQ, %30
each nonbasic block is encoded by the best codeword ob- 2/ i

tained from the supercodebook. In the second coding stage
all nonbasic blocks in an image can be encoded again by
the smooth side-match method using four neighboring
blocks to yield the state codebook. Each nonbasic block can
be encoded in the second coding stage by the variable-size
state codebook. However, when that is done, the coding
quality depends on the value of a threshold. A large thresh-
old emphasizes the importance of the bit rate and tends to
reduce the bit rate of an encoding image. A small threshold
emphasizes the importance of distortion and tends to pro-
duce an encoding image with a high PSNR. Therefore, in
this paper, the high-detail blocks use the small threshold,
€,, to improve the coding quality, and the low-detail blocks
use the large threshold,, to reduce the bit rate.
Let the threshold, be 2¢,. Figure 5 compares the cod-

ing quality between the variable and fixed sizes of code-
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books used to encode all nonbasic blocks in the secondF'g' 6 The percentage of blocks encoded by the variable state

coding stage of the VRFSVQ, when the training datalget

codebooks when the “Lena” image is encoded by the VRFSVQ: (a)
€,=20 and €,=40; (b) ;=15 and €,=30; (c) €,=10 and €,=20;

is used to design the supercodebook of the VRFSVQ. In (d) ;=5 and €,=10; (€) ;=2 and €,=4.

Fig. 5, the VRFSVQ indicates that each nonbasic block
uses four neighboring blocks in the smooth side-match

method to yield the variable size of the state codebook. The are large enough, because all nonbasic blocks are encoded
pairs of thresholds d;,e,)=(20,40), (15,30, (10,20, by the best codeword in the VRFSVQ, to minimize the bit
(5,10, and(2,4) are used to encode images in the second rate of the encoding image. Also, if both and e, are set
coding stage. The bit rate of the testing image cannot be sufficiently low, then the PSNR of the testing image can be
further reduced if the values of both thresholdsande,, maximized, since all nonbasic blocks are encoded by the
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PSNR
Test
image Method 0.0625 0.125 0.25 0.5 1 bpp
Goldhill JPEG 2000 24.65 27.43 30.61 33.30 36.65
SSMvQ?e 24.12 27.06 30.13 32.92 36.25
SMvQ?™ 23.88 26.80 29.93 32.65 35.87
HTSMVQ®® 24.26 27.08 30.18 32.98 36.26
VRFSVQ(T,) 24.34 27.23 30.60 33.39 36.72
VRFSVQ(T,) 24.36 27.25 30.62 33.42 36.74
Peppers JPEG 2000 27.35 30.47 33.33 37.51 40.57
SSMVQ 26.57 29.94 32.95 37.12 39.78
SMVQ 26.34 29.03 32.13 36.89 39.13
HTSMVQ 26.65 30.03 33.02 37.15 40.02
VRFSVQ(T,) 26.70 30.18 33.34 37.52 40.58
VRFSVQ(T,) 27.64 30.10 33.32 37.49 40.53
Bike JPEG 2000 28.16 31.11 34.16 37.29 40.36
SSMVQ 27.57 30.84 33.82 36.84 39.87
SMVQ 27.02 30.43 33.56 36.47 39.65
HTSMVQ 27.60 30.88 33.92 36.98 39.94
VRFSVQ(T,) 27.83 30.93 34.19 37.30 40.40
VRFSVQ(T,) 27.79 30.89 34.17 37.29 40.38
Lena JPEG 2000 27.85 30.49 33.41 36.65 40.35
SSMVQ 27.26 29.95 33.04 36.22 39.97
SMVQ 26.83 29.43 32.67 35.98 39.43
HTSMVQ 27.28 30.03 33.12 36.25 40.03
VRFSVQ(T,) 27.63 30.45 33.46 36.74 40.44
VRFSVQ(T),) 27.57 30.32 33.42 36.73 40.43
Barbara JPEG 2000 22.34 25.43 28.40 32.22 37.16
SSMVQ 21.57 24.85 27.97 31.86 36.79
SMVQ 21.02 24.52 27.62 31.57 36.43
HTSMVQ 21.66 24.94 28.12 31.95 36.81
VRFSVQ(T,) 21.98 25.42 28.46 32.33 37.31
VRFSVQ(T,) 22.02 25.45 28.48 32.40 37.43
Women JPEG 2000 25.67 27.43 30.15 33.81 38.67
SSMVQ 24.82 26.93 29.93 33.77 38.62
SMVQ 24.33 26.55 29.45 33.12 38.10
HTSMVQ 24.85 26.95 29.95 33.78 38.63
VRFSVQ(Ty) 24.92 27.23 30.12 33.98 38.87
VRFSVQ(T,) 24.89 27.21 30.11 33.96 38.86
F-16 JPEG 2000 26.21 29.32 33.53 36.43 39.54
SSMVQ 25.56 28.83 33.21 36.22 39.32
SMVQ 25.32 28.43 32.98 35.89 38.98
HTSMVQ 25.57 28.85 33.30 36.24 39.34
VRFSVQ(T;) 26.02 29.12 33.54 36.56 39.73
VRFSVQ(T,) 26.03 29.14 33.53 36.55 39.75
Boat JPEG 2000 26.45 29.54 33.89 36.54 39.21
SSMVQ 26.01 29.28 33.53 36.23 39.01
SMVQ 25.78 28.89 33.01 35.96 38.89
HTSMVQ 26.13 29.30 33.58 36.34 39.04
VRFSVQ(T;) 26.27 29.32 33.90 36.58 39.34
VRFSVQ(T,) 26.28 29.31 33.89 36.59 39.35
Face JPEG 2000 32.27 34.15 36.54 39.54 43.26
SSMVQ 31.95 33.78 36.01 39.05 42.67
SMVQ 29.88 32.12 35.02 38.88 42.44
HTSMVQ 32.01 33.82 36.08 39.12 42.73
VRFSVQ(T;) 32.03 33.84 36.63 39.58 43.33
VRFSVQ(T,) 31.98 33.81 36.59 39.55 43.30
Natural JPEG 2000 22.65 24.83 27.58 31.32 36.19
SSMVQ 22.02 24.21 27.06 30.98 35.88
SMVQ 21.89 23.96 26.88 30.65 35.02
HTSMVQ 22.15 24.32 27.13 31.01 35.91
VRFSVQ(T) 22.21 24.44 27.61 31.43 38.36
VRFSVQ(T),) 22.24 24.50 27.62 31.44 38.39
Optical Engineering 067001-8 June 2005/Vol. 44(6)
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Table 2 MSSIM comparisons between VRFSVQ and JPEG 2000.

MSSIM

Test
Image Method 0.0625 0.125 0.25 0.5 1 bpp

Goldhill  JPEG 2000 0.6354 0.7854 0.8924 0.9037 0.9274
VRFSVQ(T,) 0.6310 0.7841 0.8933 0.9043 0.9280
VRFSVQ(T,) 0.6315 0.7843 0.8934 0.9048 0.9281

Peppers JPEG 2000 0.6487 0.7957 0.8849 0.9263 0.9353
VRFSVQ(T,) 0.6423 0.7946 0.8850 0.9261 0.9355
VRFSVQ(T,) 0.6424 0.7943 0.8852 0.9265 0.9356

Bike JPEG 2000 0.6558 0.8034 0.8906 0.9256 0.9432
VRFSVQ(T,) 0.6457 0.7998 0.8957 0.9267 0.9468
VRFSVQ(T,) 0.6455 0.7956 0.8962 0.9263 0.9465

Lena JPEG 2000 0.6573 0.7985 0.8933 0.9182 0.9363
VRFSVQ(T,) 0.6534 0.7980 0.8935 0.9192 0.9401
VRFSVQ(T,) 0.6537 0.7979 0.8934 0.9189 0.9398

Barbara JPEG 2000 0.6653 0.8037 0.9032 0.9274 0.9462
VRFSVQ(T,) 0.6610 0.7998 0.9037 0.9374 0.9488
VRFSVQ(T,) 0.6573 0.7893 0.9011 0.9321 0.9468

Women  JPEG 2000 0.6592 0.7893 0.8940 0.9211 0.9374
VRFSVQ(T,) 0.6423 0.7738 0.8943 0.9268 0.9402
VRFSVQ(T,) 0.6410 0.7729 0.8901 0.9255 0.9400

F-16 JPEG 2000 0.6539 0.7993 0.8892 0.9289 0.9374
VRFSVQ(T;) 0.6502 0.7981 0.8960 0.9320 0.9392
VRFSVQ(T,) 0.6498 0.7955 0.8920 0.9298 0.9380

Boat JPEG 2000 0.6537 0.8028 0.9028 0.9367 0.9402
VRFSVQ(T,) 0.6394 0.7993 0.9044 0.9396 0.9455 ;
VRFSVQ(T,) 0.6392 0.7935 0.9032 0.9389 0.9422 (b)

Face JPEG 2000 0.6483 0.7939 0.8895 0.9295 0.9428
VRFSVQ(T,) 0.6455 0.7901 0.8893 0.9302 0.9455
VRFSVQ(T,) 0.6456 0.7902 0.8884 0.9312 0.9456

Natural ~JPEG 2000 0.6528 0.8124 0.9024 0.9372 0.9462
VRFSVQ(T,) 0.6478 0.8025 0.9033 0.9383 0.9477
VRFSVQ(T,) 0.6475 0.8012 0.9027 0.9380 0.9475

codeword that has the maximum ratio of distortion to bit
rate, as specified in E¢l1). However, each nonbasic block
can be encoded by the state codebook of fixed size in the
second coding stage. When the state codebook of fixed size
is employed to encode all nonbasic blocks in the VRFSVQ,
only the index of the codewords in the state codebook

is required for each nonbasic block, and the code of the ©)
state codebook used to encode each nonbasic block can be
omitted. Fig. 7 The coding quality of the “Lena” image using the VRFSVQ:

In Fig. 5, the fixed state-codebook sizes 4, 8, 16, 32, and (a) after the first coding stage (9.7 dB, 0.0049 bpp); (b) after the
64 are applied to encode all nonbasic blocks in the secondSecond coding stage (33.46 dB, 0.25 bpp); (c) the original image.
coding stage. Notably, in Fig. 5, the bit rate of the image
encoded using the variable state-codebook size is less than
that of the image encoded by the state codebook of fixed inappropriate when the best codeword is the one closest to
size, for a given PSNR, because increasing the PSNR wherthe encoding block. Therefore, using a state codebook of
the state codebook of fixed size is used requires that thevariable size can reduce the bit rate below that obtained
state codebook be large to encode all nonbasic blocks.when a state codebook of fixed size is used. Furthermore,
However, not all blocks require a large state codebook to Fig. 5 shows that using four neighboring blocks to calculate
enhance coding quality. The use of a large state codebook igshe smooth side-match distortions in the second coding
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Fig. 8 The coding quality of the “F-16" image using the VRFSVQ: Fig. 9 The coding quality of the “Boat” image using the VRFSVQ:
(a) after the first coding stage (8.3 dB, 0.0049 bpp); (b) after the (a) after the first coding stage of VRFSVQ. (7.8 dB, 0.0049 bpp); (b)
second coding stage (33.53 dB, 0.25 bpp); (c) the original image. after the first coding stage of VRFSVQ. (33.90 dB, 0.25 bpp); (c) the

original image.

stage of the VRFSVQ yields a higher PSNR than using two

neighboring blocks. VRFSVQ. The percentage of blocks encoded by a larger
Figure 6 reveals that most of the blocks in the “Lena” state codebook increases as the value of the gaireg)

image can be encoded using the state codel®oik the decreases. Table 1 shows the coding quality of the testing

second coding stage of the VRFSVQ. That is, the bestimages obtained using the VRFSVQ and other methods. In

codeword is usually suitable for encoding blocks in the Table 1, VRFSVQT;) and VRFSVQ(,) indicate the

Optical Engineering 067001-10 June 2005/Vol. 44(6)
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VRFSVQ using the training data sefg and T,, respec-

tively. They have approximately equal coding qualities at 4
the same bit rate. Hence, the performance of the VRFSVQ

is insensitive to the training data set used. The VRFSVQ 5
outperforms other SMVQ methods, and has a larger PSNR ™
than does JPEG 2000 at bit rates of larger than 0.25 bpp in
most cases.

Table 2 compares VRFSVQ and JPEG 2000 in mean
structural similarity(MSSIM).2 We observe that VRFSVQ 7.
and JPEG 2000 have approximately the same MSSIM, and
the users cannot easily distinguish the decoding images ob- g
tained by VRFSVQ and JPEG 2000 when the bit rate is the
same. Figures(d), 8(a), and 9a) present the coding quality
of the images produced using only the first coding stage of
the VRFSVQ. Although the PSNR is not very high, the
required bit rate is extremely small. The reason is that the
bit rate at which the images are encoded is governed only11.
by the codes of the basic blocks. The second coding stage
of the VRFSVQ involves continued encoding of the im-
ages, as displayed in Figs(by, 8(b), and 9b).

6 Conclusions

This paper demonstrates the feasibility of using the
VRFSVQ for image coding. The VRFSVQ includes two
coding stages. In the first stage, the VRFSVQ predicts a

codeword to encode each nonbasic block in the image.15.

Then, in the second stage, each nonbasic block can be en-

coded again using more than two neighboring blocks in the 1¢.

smooth side-match method. Furthermore, in the second
stage, each nonbasic block can be encoded by using the,
variable size of the state codebook. Two thresholds are
given to control the coding quality of the image in the
second coding stage. A large threshold is chosen for low-
detail blocks, which can use the smaller state codebook to

produce a low bit rate of the encoding image. A low thresh- 19

old is chosen for high-detail blocks, which can use the

larger state codebook to increase the PSNR. As indicated,20.

the VRFSVQ achieves high coding quality and a low bit
rate for image coding.
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