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In this study, a deep multi-layer neural network (DMLNN) with variable-depth out-
put (VDO), called VDO-DMLNN; is proposed for classification. Unlike the traditional
DMLNN, for which a user must define the network architecture in advance, VDO-
DMLNN is produced from the top—down, layer by layer, until the classification error
rate of VDO-DMLNN no longer decreases. The user thus does not need to define the
depth of VDO-DMLNN in advance. The combination of the genetic algorithm (GA) and
the self-organizing feature map (SOFM), called GA-SOFM, is proposed to automati-
cally generate the weights and proper number of nodes for each layer in VDO-DMLNN.
In addition, the output nodes can be at different levels in VDO-DMLNN rather than all
being at the last layer, as in the traditional DMLNN. Thus, the average of computing
time required for the recognition of an input sample in VDO-DMLNN is less than that
in traditional DMLNN when they have the same classification error rate. Finally, VDO-
DMLNN is compared with some state-of-the-art neural networks in the experiments.
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1. Introduction

The deep multi-layer neural network (DMLNN) is a known and effective neural net-
401 I order to enable DMLNN to solve more
complex classification problems, it is designed to become very deep by increasing
both the number of hidden layers and the number of hidden nodes in each hidden
layer. If DMLNN is sufficiently deep, then it can efficiently solve more complex clas-
sification problems. The principle of the deep DMLNN involves using the current
output layer as the input for the next layer 327 The concept of DMLNN is to use a
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large number of layers to strengthen the classification capability. Recently, DMLNNs
have been applied to solve speech processingl3? and pattern recognition 2% In
2017, a DMLNN including 100 hidden neurons was proposed for recognizing S1
and S2 heart sounds” In recent years, the new DMLNN, convolutional neural net-
works (CNNs), has been successfully applied in various fields. In Ref. [I5] an innova-
tive modeling approach based on a deep CNN method was presented for the rapid
prediction of fluvial flood inundation. In Ref. 24 a distracted driving recognition
method based on the deep CNN was proposed for driving image data captured by
an in-vehicle camera. The CNN is also applied to the handwriting recognition field.
Offline Arabic Handwriting Recognition (OAHR) has recently become instrumental
in the areas of pattern recognition and image processing due to its application in
several fields, such as office automation and document processing. In Ref. [42]
DMLNN, designed as a multi-layer fully connected network, was used with higher
accuracy than other methods to predict the liquefaction potential. In Ref. B a
DMLNN architecture with a gated-attention mechanism was proposed for auto-
mated diagnosis of diabetic retinopathy. Also, other state-of-the-art DMLNNs and
their variants, such as the VGG B% GoogLeNet 25 ResNet ™2 PReLU-Net™ and BN-
Inception™ networks, have been applied to solve more complex problems. In the
experiments, our proposed method is compared with these state-of-the-art models.

Although increasing the depth of DMLNNSs is able to solve more complex clas-
sification problem, it will cause two general problems. First, the computing com-
plexity is increased when the depth of the DMLNNSs is very deep. That is, the
design of traditional DMLNNs only considers how to enhance the recognition rate
by increasing the depth, but usually ignores the computing time when they are
designed. Therefore, in the design of a DMLNN, users usually make the depth of
DMLNN very deep in order to achieve a small improvement in recognition rate.
This is not helpful for reducing the overall computing time of DMLNN. An optimal
DMLNN should consider how to increase the recognition rate and decrease the com-
puting time. In this study, both the classification error rate and computing time are
considered to design our proposed deep multi-layer neural network with variable-
depth output (VDO), named as VDO-DMLNN. The second problem is that if an
input sample is classified in a DMLNN, it travels from the first layer (input layer)
to the last layer (output layer). Figure [l shows an example to illustrate the sec-
ond problem of DMLNNSs. Figure [[l(a) shows the training dataset, and Fig. [(b)
shows the corresponding DMLNN (depth =3) designed to classify these samples
in Fig. [[(a). Clearly, each input sample takes the same time to be recognized in
Fig. [b). However, in many cases, most of the samples are easily identified and
only a few samples are confusing and not easily distinguishable. In Fig. [i(c), all
training samples in Fig. [[[(a) are classified into two clusters, A and B. Cluster A is
a pure class, and cluster B contains more complex classes. The samples contained
in cluster A are easily distinguished from the samples in cluster B using a simple
linear classification. Thus, the input sample belonging to cluster A should be recog-
nized earlier than the input sample belonging to cluster B. That is, the computing
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(c) Clusters A and B in the training dataset. (d) Proposed VDO-DMLNN
(depth =3).
Fig. 1. Comparison of VDO-DMLNN and traditional DMLNNs.
Note: O: Input node, O: hidden node and .: output node.

time of the input samples in cluster A should be smaller than that for the input
samples in cluster B. Figure [l(d) shows our proposed VDO-DMLNN where the
output node for the class x can be at different level (level 1) rather than being at
the last layer (level 3) as in other methods. That is, the input sample belonging
to class x can be recognized early than a sample belonging to other classes in our
proposed VDO-DMLNN.

Self-organizing feature map (SOFM) is an unsupervised neural network
approach that can be used to handle structured data. The principal goal of SOFM
is to transform an incoming pattern of arbitrary dimension into a one- or two-
dimensional discrete map, and to perform this transformation adaptively in a topo-
logically ordered fashion ™31 However, there are two problems in SOFM. First, the
user finds it hard to determine the proper number of output nodes in SOFM. If the
number of output nodes is too large, the redundant computing time is increased in
SOFM. Otherwise, the classification error rate is increased when the small number
of output nodes is given in SOFM. In Ref. [(38, when the number of SOFM units is
large, to facilitate quantitative analysis of the map and the data, similar units need

2359022-3



S.-B. Yang & T.-W. Liang

to be grouped by the k-means algorithm. However, the users usually have no idea
about how to determine the number of output nodes in SOFM, and thus the value
of k in the k-means algorithm is hard to be determined by the users. Next, the
second problem of SOFM is how to determine these initial weights in it. Usually,
SOFM can be initialized using random values for the weight vectors. In Ref. 26 an
improved SOFM training algorithm using k-means initialization was proposed. In
Ref. 26, the k-means algorithm is used as an initialization step for SOFM. How-
ever, the k-means algorithm may fail to converge to a local minimum under certain
conditions2¥

Furthermore, the genetic algorithm (GA has been a popular approach
to learn the parameters of NNs. The benefit of GA is that it is able to have a
global search in the solution space. However, if the solution space is too large, the
GA usually finds a near-optimal solution. Therefore, the combination of GA and
SOFM, called GA-SOFM, is proposed in this study. That is, the GA is proposed to
automatically generate the proper number of nodes and the initial weights for each
layer of VDO-DMLNN, and then these initial weights can be corrected by using
the training rule of SOFM. In this study, the GA-SOFM is proposed to design each
layer in VDO-DMLNN according to both the computing time and classification
error rate of VDO-DMLNN.

Table[dlsummarizes the differences between our proposed model and other meth-
ods. The contributions of our model are described as follows:

(1) The VDO-DMLNN is proposed for classification. The difference between VDO-
DMLNN and traditional DMLNN is that the output nodes can be at any level
(or depth) in VDO-DMLNN, while the output nodes are at the last layer in
the traditional MLNN. Thus, VDO-DMLNN has the capacity for early recog-
nition of the input samples, thus reducing the overall recognition time of VDO-
DMLNN.

Table 1. Summary of the differences between our proposed model and other methods.

Ttem Our Proposed VDO-DMLNN Other DMLNN Models
Where are the output The output nodes can be at any The output nodes are at the
nodes in the model? layer in VDO-DMLNN. The last layer in DMLNN models,
advantage is that VDO-DMLNN e.g. VGG, GoogLeNet and
has the capacity for early ResNet. Each input sample
recognition of the input samples, should spend the same large
thus reducing the overall computing time while the
recognition time of it model is deep
Do the number of GA-SOFM can automatically The users should predefine the
layers and the determine the number of layers number of layers and the
number of nodes and the number of nodes for number of nodes in each layer
per layer need to be each layer in VDO-DMLNN; the in DMLNN by trial and
determined by the designed VDO-DMLNN then error; the designed DMLNN
user? tends to become optimal is then not optimal
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(2) Before designing the traditional MLNN, a user must define the structure of
MLNN, including the number of layers and the number of nodes for each layer.
However, it is difficult to do this in advance. The design method of VDO-
DMLNN is from the top—down, layer by layer; thus, the user does not need to
define the depth of VDO-DMLNN in advance. The VDO-DMLNN is designed
until the classification error rate no longer decreases.

(3) The GA-SOFM is proposed to design each layer of VDO-DMLNN. In GA-
SOFM, the GA is able to generate the proper number of nodes, and the SOFM is
then used to generate the weight for each node according to both the computing
time and classification error rate of VDO-DMLNN. Thus, the VDO-DMLNN
tends to be optimal.

The concept of VDO-DMLNN is described in Sec.[2l Section [B]shows the design
of VDO-DMLNN. Section [4] describes the experimental results. Finally, conclusions
are offered in Sec.

2. VDO-DMLNN Concept

Figure [2 shows an example of VDO-DMLNN. In Fig. 2 the nodes O, O3, Os,
Oy4, O5 and Og (black circles) denote the output nodes that are used to address
the output class, and the other nodes are regarded as the hidden nodes (white
circles). Each layer contains different numbers of output and hidden nodes. In VDO-
DMLNN, if the classification error rate of the node is less than the threshold given
by the user, the node is regarded as an output node. Otherwise, the node with a
higher classification error rate than the threshold can be regarded as a hidden node.

Level 0

Level 1

Level 2

O3 Qs Level 3

Level 4
Os Os.

Fig. 2. An example of VDO-DMLNN.
Note: O Input node, O: hidden node and @ : output node.
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Furthermore, in Fig. 2] only the hidden nodes in the lower level (level k — 1) need
to be connected to each node in the higher level (level k).

In the recognition phase of VDO-DMLNN] if the input sample arrives at the
output node O; at level 1 of VDO-DMLNN shown in Fig.[2] it means that the input
sample is easily recognized because it can be early recognized using the single-layer
NN. Similarly, if the input sample arrives at output nodes O3 and O4 at level 3, it
indicates that the input sample is hard to be recognized using the three layers. With
the real data, most of the data can be identified at an early level in VDO-DMLNN,
and only a small part of the data needs to be recognized in the deeper level of the
VDO-DMLNN layer. Thus, VDO-DMLNN takes less average computing time than
the traditional DMLNNs with fixed depth output.

Let the input layer (level 0) of VDO-DMLNN consist of ng input nodes, and
let X = (x1,22,...,%,,) be the input sample that contains n parameters. The
input sample travels from the input layer until it reaches the output node in VDO-
DMLNN. The following describes how to recognize the input sample, X, in VDO-
DMLNN:

Level 1. Let there be n; nodes, node},node%,...,node}n, at level 1. Let w} =
(w}y, why,... ,wi,,) be the weights for node;. The values of Net; for node;, 1 <

j < nq, are calculated as

—~
—_
~—

n
1_ 1 1
Net; = E w; i | —0;,
=1

where the value of 6! denotes the activation threshold of node; at level 1. The
Rectified Linear Unit (ReLU), F', denotes the activation function that is defined as

F(z) = max(0, x). (2)

Let node] , have the largest activation value for X at level 1. Then,
¢; = argmax{ F(Nety), F(Net}),..., F(Net, )}. (3)
Then, X is regarded to be classified to node’ , When node} , has the largest activation
value for X. If mode:j,1 is an output node at level 1, the input sample X is recognized
as the class represented by nodej}l. Otherwise, mode:j,1 represents a hidden node at

level 1, and then the input sample X should be regarded to be classified to the
nodes at level 2.

Level k. Let the kth layer consist of n; nodes, node]f,nodeg, . ,nodeﬁk, and let
there be ;1 hidden nodes at the level k—1. Let w/ = (wﬁl, wﬁ2, - ’wﬁﬁkfl) be

the weight vector for nodei—C at the level k. Notably, only the hidden nodes at the
level k—1 should be connected with the nodes at the level k. Calculate the values
of Netf, 1 <i < nyg, at the level k as
M1
Net; = | Y wgij<Net§1) —0F for1<i<m. (4)

j=1
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Let nodefk have the largest activation value for X at the level k. Then,
¢ = arg max{F(Net]f), F(Netk), ... ,F(Netflk)}. (5)

Then, X is regarded to be classified to nodeffk when nodefk has the largest activation
value for X . If nodefk is an output node at level k, the input sample X is recognized
as the class represented by nodeffk. Otherwise, nodefk represents a hidden node at
level k, and then the input sample X continues to travel across the nodes at level
k + 1 until it reaches the output nodes in VDO-DMLNN.

3. VDO-DMLNN
3.1. Basic definition of VDO-DMLNN

Our proposed design method should consider both the classification error rate and
computing complexity of VDO-DMLNN. Then only the designed VDO-DMLNN
tends to be optimal. Before the design method of VDO-DMLNN is described, both
the classification error rate and computing complexity of VDO-DMLNN should be
defined as follows.

The computing complexity of VDO-DMLNN is defined as follows. Let there be
M training samples, X1, Xo, ..., X3s. Let the VDO-DMLNN, A", consist of r layers
and let there be nj nodes, node]f, nodeg, . ,nodeflk, at level k. Notably, the value
of ny denotes the number of nodes at the input layer (level 0). Thus, if an input
sample arrives at the node nodei—C from the input layer to level k, the total number
of weights required to be calculated for the node nodef, Cad(nodei—C ), is defined as

Cal( node an 1Ny, (6)

in the worst case. Let there be N (nodef) training samples that arrived at the
node modei-c . Then, the probability of the training samples that arrived to the node
node?, P(node¥), is defined as

P(nodef) = W. (7)

Therefore, the computing complexity of A\, CC()), is defined as

C(\") = Z i P(node?)Cal(nodel). (8)

k=11i=1

The classification error rate of X is described as follows. Let S(nodel =
{X.1<z2< N(nodef)} be the set that collects the training samples that arrived
.+, and let class(X ) denote the class of the sample X,. The rep-
resented class of the node nodef, class(nodef), is set to be the same as the largest
number of input samples of the same class in the node nodef. Then, the classification

at the node node”
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error rate of the node node?, Cer(node!), is defined as

Cer(nodef) = —ZXZES(DOdZ?) - 9)
N (node;)
where
. {1 if class (X.) # class(nodel), (10)
- 0 if class (X.) = class(nodel).
Finally, the classification error rate of A", ER(\"), is defined as
ER(\") = i i P(node®)Cer(node). (11)
k=1 i=1

The design method of VDO-DMLNN, A", is based on both the computing com-
plexity, CC(\"), and classification error rate, ER(A").

The following describes how to design the VDO-DMLNN with depth r, A", after
that with a depth r—1, A"~!, has been designed. Although A" has lower classification
error rate than A"~! by increasing the depth, the computing complexity of A" is
larger than that of A"~1. The slope of the classification error rate and computing
complexity between A" and A\"~! is defined as

_ AER  ER(\"') —ER(\")
~ ACC  CC(X") — CC(Ar—1)°
In designing A", the value of AER is emphasized to be as large as possible and
the value of ACC must be as small as possible in Eq. (I2)). Therefore, the value of
S(A", A"~ 1) defined in Eq. ([2) is emphasized to be as large as possible when \" is
designed. Then only the designed A" tends to be optimal.

ST, AT (12)

3.2. SOFM

Let the SOFM consist of n neurons, nodei,nodes,...,node,, and let w; =
(wi1, Wi2,...,w;q) be the initial weight vector for node;. The iterative SOFM
training algorithm is described in Algorithm 1.

These n new weight vectors, w; = (W;1, Wi2,...,Wiq), 1 < i < n, generated
by the SOFM algorithm, can be regarded as the new weight vectors for node;,
1 < i < n. The goal of SOFM is to update these initial weight vectors generated
from GA-SOFM to the new weight vectors by classifying the samples in the training
dataset. The GA-—SOFM is described in Sec.

3.3. Design of GA-SOFM

The VDO-DMLNN is built by GA-SOFM in a layer-by-layer manner. The GA—
SOFM is designed based on both the GA and SOFM. The GA-SOFM automatically
generates the proper number of nodes, the active threshold and the initial weights
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Algorithm 1. SOFM

Input: The training dataset. The n neurons, node;, nodes, . .., node,, and n initial
weight vectors, w; = (w; 1, W;2,...,wiq), 1 <i<n.

Output: The n new weight vectors, w; = (Wi 1,W;z2,...,Wid), 1 <i <n, for these
n neurons.

Step 1. Set iteration ¢t = 1.

Step 2. Select a training sample, X (¢), from the training dataset. Compute the
distances between X (¢) and all these n weights in the SOFM. The winning
neuron, node,, is defined as

¢ = argmin|| X (¢t) — w;|| for 1 <i<n. (13)

Step 3. Update the winner neuron and its neighbor neurons to move its weights
toward the training sample, X (¢). The weight updating rule is given as

wi(t +1) = wi(t) +n(t)hE) (X (t) — wi(t)), (14)

where 7)(t) is the learning rate which decreases monotonically with itera-
tion ¢. Also, 7(t) is defined as

) =mexp (-2). (15)

where 7 means a constant time which is set equal to the maximum number
of iterations. The neighborhood function, h(t), defines the closeness of a
neighboring neuron to the winning neuron. The neighborhood function,
h(t), also decreases gradually during the learning process, and is defined
as

—_D?
h(t) = —— 16
(01 =ex (55205 ) (16)
where D is the distance between input and the winning neuron, and §(t)

denotes the radius of the neighborhood at time ¢. Also, §(¢) decreases with
the iterations as

5(t) = 6o exp (-% log (50)), (17)

where §g is the initial width.

Step 4. If the maximum iterations are reached, these n weight vectors can be
renamed as w; = (W;1,W;2,--.,Wiq), 1 < i <mn,that can be set as the
output of SOFM. Otherwise, set t = ¢+ 1 and go to step 2.

for each node in VDO-DMLNN, and then these initial weights can be further cor-
rected by using the training rule of SOFM. Figure Bl shows the flowchart of GA—
SOFM. In Fig. Bl the GA-SOFM consists of many iterations, and each iteration
consists of three phases, reproduction, crossover and mutation. The GA-SOFM
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Input the traning samples.
Initialize the strings.
Output the number of nodes,
Yes active threshold and the
weights for each node in a
layer.
No
~
Reproduction:
Correct the weights by SOFM.
Calculate the fitness of each string.
Reproduce the better strings.
j
4 l ™
Crossover:
Partial solution of the different
string is exchanged.
l /
- N
Mutation:
Partial solution of the selected
string is changed.
J

Fig. 3. The flowchart of GA-SOFM.

designs VDO-DMLNN based on both its classification error rate and computing
complexity, thus the value of §() Eq. (IZ) must be as large as possible during the
design of each layer in VDO-DMLNN. Then only, the designed VDO-DMLNN tends
to be optimal.

Assume that a VDO-DMLNN, M\*~! with depth k& — 1 has been designed. Let
there be 7;_; hidden nodes at level k — 1 in A*~1. The following describes how
to design A* with depth k in GA-SOFM. The GA-SOFM consists of initialization
step and three phases, reproduction, crossover and mutation, which are described
as follows.

In the initialization step of GA-SOFM, a population of ¢ strings, R., 1 < z < 0,
is randomly generated. Let there be TOTAL training samples that are classified to
these nj_1 hidden nodes at the level k — 1. The value of TOTAL is defined as

Np—1
TOTAL = > N(node[™"). (18)

i=1
Then, the length of each string is randomly generated to be smaller than or equal
to the value of TOTAL because the value of TOTAL is the maximal number of
nodes generated by GA-SOFM at level k. Let the string R, represent r, nodes
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(r, < TOTAL) at level k. Then, the string, R., is represented as follows:
R, = (node,(1),node,(2),...,nodey(r,)),

where node, (i) = (0;, w}) = (05, wF,, wFy, ... wk; ), 1 <4 <r,. The value of
0; denotes the activation threshold, and w¥ denotes the initial weight vector for
the node node, (). For example, let there be three hidden nodes (71 = 3) at the
level k — 1, and let the length of string R, be 4 (r, = 4). Then, the string R, is

represented to generate four nodes (r, = 4) at level k as follows:

R, = (node, (1), node,(2), node,(3), node,(4))
((017 wy ) (027 U)2) (037 wS) (047 Wy ))
k k k k k k k k k
= ((04, Wy,1, Wy,2, w1,3)» (02, Wy 1, W3 2, wz,s)v (03, W3 1, W3 2, w3,3),
k k k
(94,w4,1,w4’2,w4)3)).
In the reproduction phase, the SOFM is used to update these initial Weight vectors,
k , 1 <14 <r,, generated by the string R, to the new weight vectors, w 1 <i<
TZ, by classifying these TOTAL training samples to these 7, nodes. That is, each
training sample is selected to find the winner node as shown in Eq. (I3)), and then
the weight vectors of the winner node and its neighbors can be updated as shown
in Eq. (I4). Furthermore, the winner node of the training sample can be regarded
as the node to which the training sample is classified. Thus, all of the training
samples can be classified to these r, nodes generated by the string R, after the

SOFM algorithm is finished. Calculate CC(A\¥) and ER(\*) as shown in Egs. (§)
and (I, respectively. Then, the fitness for string R, can be defined as

Fitness(R.) = 6(\", \F71), (19)

where §(A\*, A\¥~1) is defined in Eq. ([I2)). The string with high fitness provides a
better solution in GA-SOFM. Thus, after the fitness of each string in the population
is calculated, the string with high fitness has a large probability to be chosen as the
population in the next generation using a roulette wheel with slots whose sizes are
the determined fitnesses. However, the total number of strings, o, is fixed in the
next generation.

In the crossover phase, many pairs of strings are chosen from the population with
a probability to undergo a crossover operator. Then, two pieces of a pair of strings
are randomly selected to be interchanged. If the number of nodes contained in the
string is larger than the value of m after the crossover operation is finished, two
pieces of strings should be randomly generated again. After the crossover operator
is applied to the selected pairs of strings, R, and R,,, two new strings, R, and Ry,
replace the strings, R, and R,, in the population. The significance of the crossover
phase is that it exchanges the nodes including the active threshold of each node and
the connected weights between different strings, to yield various neural networks.
For example, let

R, = (node,(1),node;(2), nodey(3))

2359022-11
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and
R, = (node,(1),node,(2),node,(3), node,(4), node,(5))

be two strings that are chosen to perform crossover. Let the two values, a = 2 and
b = 3, be randomly generated for the strings, R, and R,, respectively. After the
crossover phase is finished, two new strings,

s

R, = (nodey(1),node,(2),node, (3), node,(3))

and

R, = (node, (1), node,(2), node, (4), node, (5)),
are generated to replace the original two strings, R, and R,, in the population.
In the mutation phase, the active thresholds and weights of the strings are
randomly chosen with a probability. Each chosen weight, w; ;, and active threshold,
0;, are assigned a random value, respectively. Let ¢; and @9 be two random values,
0 < @1 <1and0 < ¢y < 1. Then,

WE; = af; £ p1df (20)
91' = 91' + @291'. (21)

After the mutation phase, the new string can be obtained, and replace the original
string.

The user may specify the number of generations for running the GA-SOFM;
the best solution can then be reserved to design the nodes at level k; that is, the
best answers must be retained in each generation and the best answers will be
updated until the end of the program. The setting of the generation number must
be sufficient for the GA—SOFM to converge and produce the best answer.

3.4. Design of VDO-DMLNN

The Design_VDO-DMLNN algorithm is proposed to design the VDO-DMLNN with
classification error rate constraint. That is, the GA-SOFM is applied to design
VDO-DMLNN until the classification error rate of VDO-DMLNN is lower than a
constraint given by the user. The Design VDO-DMLNN algorithm is described in
Algorithm 2.

From step 2.3 of Algorithm 2, the Design_VDO-DMLNN algorithm only stops
when all the nodes are designed as the output nodes and the classification error
rate of each output node is smaller than the constraint, ¢.

4. Experiments
4.1. Performance of VDO-DMLNN

In the experiments, eight datasets, including seven datasets extracted from the UCI
Machine Learning Repository? and one speech dataset extracted from the ISOLET

2359022-12



DMLNN with VDO

Algorithm 2. Design _VDO-DMLNN

Input: The classification error rate constraint ¢ and M training samples, X; € R",
i=1,2,..., M.

Output: The VDO-DMLNN, \.

Step 1. Let L be the level number. Generate n input nodes as the input layer
(L =0) in A, since each training sample is an n-dimensional vector. Let
the set, S, consist of M training samples.

Step 2. While the set S is not empty (S # ¢):

Step 2.1. The GA-SOFM is applied to the training samples in
S. Let the best string in GA-SOFM generate u nodes,
nodeq, nodes, . ..,node, at level L + 1, the active threshold of
each node at level L+ 1 and the link weights between the nodes
in levels L and L + 1.

Step 2.2. Classify all the training samples in S to these u mnodes,
nodeq, nodes, . . ., node, at the level L + 1 as in Eq. (@).

Step 2.3. For each node, node;, at level L + 1, perform the following:

Step 2.2.1. Calculate the value of Cer(node;) as shown in
Eq. @).

Step 2.2.2. If Cer(node;) < ¢, then node; is designed as the
output node in .

Step 2.2.3. If Cer(node;) > ¢, then node; is designed as a hid-
den node in A.

Step 2.4. Let the set, S, collect all the training samples contained in the

hidden nodes at level L+ 1. Notably, if all nodes are determined
as the output nodes at level L 4 1, the set S is set to be empty

(S = ¢).
Step 2.5. Set L =L+ 1.

Step 3. Output the VDO-DMLNN, A\, with depth = L.

database, are used to test the performance of our proposed VDO-DMLNN. Table 2]
lists the features of these eight datasets. In the speech dataset, the ISOLET database
using the 26 letters of the English alphabet was used in the isolated word recognition
test. The speech dataset consisted of 6240 utterances from 120 speakers. Each
utterance was sampled at 16 kHz with a 16-bit resolution. A Hamming window
of 20 ms with 50% overlap was used to process each utterance further by Fast
Fourier Transform (FFT). Each utterance was divided into 15 Hamming windows,
each represented by 32 FFT coefficients. That is, each utterance consisted of 480
features.

In the design of VDO-DMLNN, the proposed GA-SOFM is used to design the
nodes at each layer, and then it is determined whether each node is an output node
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Table 2. Description of eight datasets.

Dataset No. of Features Instances No. of Classes
Abalone 8 4177 29
Pendigits 16 10992 10
Letter 16 20000 26
Hepatitis 19 155 2
Pima 8 768 2
Glass 9 214 6
Wine 13 178 3
Speech 480 6240 26

or a hidden node according to the classification error rate of the node. The main goal
of the output nodes at low levels is to be able to recognize the input samples early
in VDO-DMLNN, so that the overall average computing time of VDO-DMLNN
can be reduced. In GA-SOFM, the population size is set to 200, the length of each
string is set to the number of training samples at level k and the crossover and
mutation probabilities are set to 80% and 5%, respectively. The GA—SOFM is run
over 500 generations, and the best solution obtained from these 500 generations is
retained. In Algorithm 2, the classification error rate constraint, ¢ = 5%, is applied
to four datasets in designing the VDO-DMLNN.

Figure M shows the values of average probability and average computing time
of the testing sample falling at the output node of each level of VDO-DMLNN on
the eight datasets. From Fig. [ most of the testing samples are identified at the
output nodes that are less than one-half the depth of VDO-DMLNN, and only a
small number of testing samples must be output at high level in VDO-DMLNN.
Notably, not every level of VDO-DMLNN contains output nodes. For example, in
Fig. @(c), the sixth, eighth and ninth levels have no output node in VDO-DMLNN
on the Letter dataset, and thus neither the probability nor the computing time

14 35% 25 30%
12 30% 250,
20 -
10 3% 3
8 20% = g1s
= T
] g
6 15% =
S % =10
£
4 10% =
2 5% s 5%
0 0%
1 2 3 4 S S ' i I N N A B B A B
[ Time(sec) 53 63| 85 | 98 [ 103 | 11.7 [ Time(sec) 65| 73| 96 |123]154]17.3] 0 [197
|—o—Probahi|in(%) 9.8% (17.1%22.0% [29.3% | 14.6% | 7.3% |[=0—Probability(%) | 4.9% [ 8.2% [18.0%]24.6%[21.3%|13.1%] 0.0% | 3.3%
Level Level
(a) Abalone dataset. (b) Pendigits dataset.

Fig. 4. The average probabilities and average computing times of the testing sample falling at
the output node of each level of VDO-DMLNN on the eight datasets.
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Fig. 4.

(h) Speech dataset.
(Continued).

VDO

of the output nodes can be calculated. Figure M is summarized in Table Bl From
Table Bl for example, the depth of VDO-DMLNN is 10 on the Letter dataset,
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DMLNN with VDO

and the probabilities of the testing sample falling within the low-level range (lev-
els 1-3) and high-level range (levels 8-10) are 36.4% and 9.1%, respectively. This
means that 36.4% of the testing samples can be recognized early by the VDO-
DMLNN, and they only take an average of 8.1s to be recognized. Also, only
a small percentage, 9.1%, of the testing samples at the high-level range is rec-
ognized in an average of 19.4s in the VDO-DMLNN. Therefore, the computing
time of each sample is variant, and many cases can be rapidly recognized in the
VDO-DMLNN.

To further verify the performance of VDO-DMLNN, the multi-layer neu-
ral network, MLNN(BP), is compared with the proposed VDO-DMLNN. In the
MLNN(BP), the backpropagation (BP) method is used to design the link weights.
To make a fair comparison, the VDO-DMLNN is designed first because the GA—
SOFM can automatically search for the proper number of nodes in each layer,
and then the MLNN(BP) is designed with the same depth and number of hid-
den nodes in each layer as VDO-DMLNN. Notably, in the MLNN(BP), all the
output nodes are at the final layer. In the experiments, four classification error
rate constraints, Ao, = 3%, Ao, = 7%, A; = 11% and \., = 15%, are used to
design the VDO-DMLNN, respectively. Figure [0 shows the comparison of both
VDO-DMLNN and MLNN(BP) on the eight datasets. From Fig. [ the overall
classification error rates of both VDO-DMLNN and MLNN(BP) are similar, but
the average computing time of VDO-DMLNN is less than that of MLNN(BP)
when they have the same classification error rate. The reason for this is that most
input samples can be identified early by the output nodes at low levels in VDO-
DMLNN, rather than at the last layer, as in MLNN(BP). Also, another benefit
of VDO-DMLNN relative to MLNN(BP) is that BP usually searches for a local
solution for designing the weights instead of searching for the global solutions like
GA-SOFM.

=
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—O— VDO-DMLNN —O— VDO-DMLNN
120 140 .« .
: - - MLNN(BP) --®- MLNN(BP)
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(a) Abalone dataset. (b) Pendigits dataset.
Fig. 5. Comparison of VDO-DMLNN and MLNN(BP) on the eight datasets.
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4.2. Comparison of VDO-DMLNN and the state-of-the-art
methods

First, the VDO-DMLNN is compared with the nontraditional NN model, morpho-
logical perceptron with dendritic processing (MPDP) B3 In Ref. [33] the differential
evolutionary method (DEM)2 was used to evaluate the weights of MPDP, and then
MPDP using DEM obtained a lower classification error rate than those obtained by
using other training algorithms. To compare the performance of VDO-DMLNN and
MPDP, the same database, UCI Machine Learning Repository, is used to test the
VDO-DMLNN, and then the performance of VDO-DMLNN is compared with that
of MPDP using DEM published in Ref. [33l In Table @ VDO-DMLNN outperforms
MPDP using DEM because the former can be automatically expanded or, in other
words, the depth and width widen during the training phase until the classification
error rate of VDO-DMLNN falls below a threshold (A = 5%).

Next, the VDO-DMLNN is compared with other state-of-the-art deep
neural networks (DNNs), VGGEU GoogLeNet 33 ResNet PReLU-NetX' and
BN-Inception ™ by using the ImageNet dataset The ImageNet dataset includes
images of 1000 classes, and is split into three sets: training (1.3 M images), val-
idation (50k images) and testing (100k images with held-out class labels). This
study evaluated both top-1 and top-5 error rates, and compared them with the
results reported in Ref. Il From Table B the VDO-DMLNN outperforms the 50-
layer ResNet, but performs worse than 101-layer and 152-layer ResNets. Although
it is difficult to compare the effectiveness of VDO-DMLNN with other DNNs using
different image features, the VDO-DMLNN still outperforms many previous mod-
els in Table Bl Furthermore, all of the DNNs emphasize reducing the classification
error rate as much as possible, so their computational time complexity is increased
with greater depth. However, the advantage of VDO-DMLNN is that it is possible
to recognize the results earlier than the layer-by-layer DNNs in many cases. Also,
the design of VDO-DMLNN considers both the classification error rate and com-
puting time while other DNNs only consider how to reduce the classification error
rate.

Table 4. Comparisons of VDO-DMLNN and MPDP using DEM.

Dataset MPDP Using DEM VDO-DMLNN
Classification Classification Classification Classification
Error Rate Error Rate Error Rate Error Rate
(Training Dataset)  (Testing Dataset)  (Training Dataset)  (Testing Dataset)

(%) (%) (%) (%)

Abalone 7.1 78.2 2.1 2.8

Hepatitis 9.4 33.3 3.4 4.8

Pima 23.8 23.5 3.6 4.7

Glass 4.7 13.6 3.3 4.5

Wine 42.1 40 3.8 4.3
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Table 5. The error rates of methods on ImageNet dataset (%).

Method Top-1 Error Top-5 Error
VGE2E (ILSVRC'14) — 8.43
GoogLeNet? (ILSVRC’14) — 7.89
PReLU-net23 21.59 5.71
BN-inception®2 21.99 5.81
ResNet-502 20.74 5.25
ResNet-1013 19.87 4.60
ResNet-1523 19.38 4.49
VDO-DMLNN (depth = 26) 20.29 5.18

5. Conclusion

In this study, the VDO-DMLNN based on GA is proposed. The VDO-DMLNN
is similar to a multi-layer NN, with the exception that the output nodes can be
at different levels rather than at the last layer. Thus, the input sample can be
recognized earlier, while it is classified to the output nodes at low level of VDO-
DMLNN. The proposed GA automatically searches for the proper number of nodes
for each layer and the link weights between adjacent layers, based on both the
classification error rate and computing time of the VDO-DMLNN. Thus, the VDO-
DMLNN tends to be optimal. In addition, the user does not need to predefine the
depth of VDO-DMLNN before designing it. The VDO-DMLNN is designed from
the top—down, layer by layer, until the classification error rate of each output node
is less than a constraint given by the user. A method for determining the best
VDO-DMLNN within the classification error rate range is also proposed. In the
experiments conducted, the VDO-DMLNN outperformed most of the compared
state-of-the-art DNNs.
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