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Abstract

In solving the clustering problem, traditional methods, for example, the K-means algorithm and its variants, usually
ask the user to provide the number of clusters. Unfortunately, the number of clusters in general is unknown to the user.
Therefore, clustering becomes a tedious trial-and-error work and the clustering result is often not very promising
especially when the number of clusters is large and not easy to guess. In this paper, we propose a genetic algorithm for the
clustering problem. This algorithm is suitable for clustering the data with compact spherical clusters. It can be used in
two ways. One is the user-controlled clustering, where the user may control the result of clustering by varying the values
of the parameter, w. A small value of w results in a larger number of compact clusters, while a large value of w results in
a smaller number of looser clusters. The other is an automatic clustering, where a heuristic strategy is applied to "nd
a good clustering. Experimental results are given to illustrate the e!ectiveness of this genetic clustering algo-
rithm. ( 2000 Pattern Recognition Society. Published by Elsevier Science Ltd. All rights reserved.

Keywords: Clustering; Single-linkage algorithm; Genetic clustering algorithm

1. Introduction

The clustering problem is de"ned as the problem of
classifying a collection of objects into a set of natural
clusters without any a priori knowledge. For years, many
clustering methods were proposed [1}6]. These methods
can be basically classi"ed into two categories: hierarchi-
cal and non-hierarchical. The hierarchical methods can
be further divided into the agglomerative methods and
the divisive methods. The agglomerative methods merge
together the most similar clusters at each level and the
merged clusters will remain in the same cluster at all
higher levels. In the divisive methods, initially, the set of
all objects is viewed as a cluster and at each level, some
clusters are binary divided into smaller clusters. There
are also many non-hierarchical methods. Among them,

the K-means algorithm is an important one. It is an
iterative hill-climbing algorithm and the solution ob-
tained depends on the initial clustering. Although the
K-means algorithm had been applied to many practical
clustering problems successfully, it is shown in Ref. [7]
that the algorithm may fail to converge to a local min-
imum under certain conditions. In Ref. [8], a branch-
and-bound algorithm was proposed to "nd the globally
optimum clustering. However, it might take much com-
putation time. In Refs. [9,10], simulated annealing algo-
rithms for the clustering problem were proposed. These
algorithms may "nd a globally optimum solution under
some conditions. In Ref. [11], the evolution strategies
were explored for solving the clustering problem. The
clustering was viewed as an optimization problem that
tried to optimize the clustering objective function. Most
of these clustering algorithms require the user to provide
the number of clusters as input. But the user in general
has no idea about the number of clusters. Hence, the
users are forced to try di!erent numbers of clusters when
using these clustering algorithms. This is tedious and the
clustering result may be no good especially when
the number of clusters is large and not easy to guess. In
Ref. [12], the de"nition of K-cluster was proposed. In
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particular, the class of 1-clusters is just that obtained by
the single-linkage algorithm. Based on a probability
model, Ling tried to "nd a good clustering by using the
single-linkage algorithm and two indices for measuring
compactness and relative isolation. In Ref. [13], the near-
est-neighbor algorithm based on the mean distance from
an object to its nearest neighbor was proposed. Just like
other neighborhood clustering methods, the threshold of
distance for grouping objects together is di$cult to deci-
de. Some papers, for example, Refs. [14,15], had been
devoted to the problem of determining the threshold.

Since the genetic algorithm is good at searching [16],
a genetic algorithm was proposed to search the optimal
clusters in Ref. [17]. But this clustering algorithm also
requires the user to provide the number of clusters before
clustering. In this paper, we propose a genetic clustering
algorithm. The clustering algorithm will automatically
search for a proper number as the number of clusters and
classify the objects into these clusters at the same time. In
searching a good clustering, the value of a parameter
varies within a given range and several possible cluster-
ings are obtained. Then, a heuristic strategy is applied to
choose a good clustering. Before using the genetic clus-
tering algorithm, we also apply the single-linkage algo-
rithm to reduce the size of the data set if the size is large.

The remaining part of the paper is organized as fol-
lows. In Section 2, the basic concept of the genetic ap-
proach is introduced. In Section 3, the clustering algo-
rithm is described. In Section 4, the heuristic strategy to
choose a good clustering is given. Experimental results
are described in Section 5 and the paper is concluded in
Section 6.

2. The basic concept of the genetic strategy

The genetic strategy consists of an initialization step
and the iterative generations. In each generation, there
are three phases, namely, the reproduction phase, the
crossover phase and the mutation phase.

In the initialization step, a set of strings will be ran-
domly generated. This set of strings is called the popula-
tion. Each string consists of 0's and 1's. After the initia-
lization step, there is an iteration of generations. The user
may specify the number of generations that he or she
wants the genetic algorithm to run. The genetic algo-
rithm will run this number of generations and retain the
string with the best "tness. This string represents the
solution obtained by the genetic algorithm. The three
phases in each generation will be introduced in the fol-
lowing.

In the reproduction phase, the "tness of each string is
calculated. The calculation of the "tness is the most
important part in our algorithm. After the calculation of
the "tness for each string in the population, the reproduc-
tion operator is implemented by using a roulette wheel

with slots sized according to "tness. In the crossover
phase, pairs of strings are chosen. For each chosen pair,
two random numbers are generated to decide which
pieces of the strings are to be interchanged. Suppose the
length of the string is n, then each random number is an
integer in [1, n]. For example, if two random numbers are
2 and 5, position 2 to position 5 of this pair of strings are
interchanged. For each chosen pair of strings, the cross-
over operator is applied by probability p

#
. In the muta-

tion phase, bits of the strings in the population will be
chosen with probability p

.
. Each chosen bit will be

changed from 0 to 1 or from 1 to 0.

3. The genetic clustering algorithm

In this section, the clustering algorithm CLUSTER-
ING is described. Let there be n objects, O

1
, O

2
,2, O

n
.

Suppose each object is characterized by p feature values.
Hence, we have O

i
"(o

i1
, o

i2
,2, o

ip
)3Rp. The algo-

rithm CLUSTERING consists of two stages. The "rst
stage is the nearest-neighbor algorithm, which consists of
the following steps. The distance used in the nearest-
neighbor algorithm is based on the average of the near-
est-neighbor distances.

Step 1: For each object O
i
, "nd the distance between

O
i
and its nearest neighbor. That is,

d
NN

(O
i
)"min

jEi

EO
j
!O

i
E, (1)

where EO
j
!O

i
E"(+p

q/1
(O

jq
!O

iq
)2)1@2.

Step 2: Compute d
!7

, the average of the nearest-neigh-
bor distances by using Eq. (1) as follows:

d
!7
"

1

n

n
+
i/1

d
NN

(O
i
). (2)

Let d"uHd
!7

. (d is decided by the parameter u).
Step 3: View the n objects as nodes of a graph. Com-

pute the adjacency matrix A
nCn

as follows:

A(i, j)"G
1 if EO

i
!O

j
E)d,

0 otherwise,

where 1)j)i)n.
Step 4: Find the connected components of this graph.

Let the data sets represented by these connected compo-
nents be denoted by B

1
, B

2
,2, B

m
and the center of each

set be denoted by V
i
for 1)i)m.

Since several objects may be grouped in a set B
i
, the

number of sets m is less than the number of objects n in
the original data set. The objective of using the nearest-
neighbor algorithm in the "rst stage is to reduce the
computation time in the second stage. Therefore, the
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Fig. 1. An example illustrating the relation between the value of
w and the number of clusters generated. (a) Three clusters.
(b) Two clusters.

clustering algorithm can process the large data set e$-
ciently.

In Step 2 of the above algorithm, the value slightly
greater than one is chosen for the parameter u in order to
make all the objects in the same set close enough to one
another. The sets B

1
, B

2
,2, B

m
obtained in the "rst

stage will be taken as the initial clusters in the second
stage and each set B

i
(1)i)m) is taken as if it is an

object and will not be divided in the second stage. Basi-
cally, the second stage is a genetic algorithm, which will
merge some of these B

i
's if they are close enough to one

another. The genetic algorithm consists of an initializa-
tion step and the iterative generations with three phases
in each generation. They are described in the following.

Initialization step: A population of N strings is ran-
domly generated. The length of each string is m, which is
the number of the sets obtained in the "rst stage.
N strings are generated in such a way that the number of
1's in the strings uniformly distributes within [1, m]. Each
string represents a subset of MB

1
, B

2
,2, B

m
N. If B

i
is in

this subset, the ith position of the string will be 1; other-
wise, it will be 0. Each B

i
in the subset is used as a seed to

generate a cluster.
Before describing the three phases, let us "rst describe

how to generate a set of clusters from the seeds. Let
¹"M¹

1
, ¹

2
,2, ¹

s
N be the subset corresponding to

a string. The initial clusters C
i
's are ¹

i
's and initial

centers S
i
's of clusters are <

i
's for i"1, 2,2, s. The size

of cluster C
i

is DC
i
D"D¹

i
D for i"1, 2,2, s, where D¹

i
D

denotes the number of objects belonging to ¹
i
.

The generation of the clusters proceeds as follows. The
B
i
's in MB

1
, B

2
,2, B

m
N!¹ are taken one by one and

the distance between the center<
i
of the taken B

i
and the

center S
j

of each cluster C
j

is calculated. Then we have

B
i
LC

j
if E<

i
!S

j
E)E<

i
!S

k
E for

1)k)s and kOj.

If B
i
is classi"ed as in the cluster C

j
, the center S

j
and

the size of the cluster C
j

will be recomputed by Eqs. (3)
and (4) as follows when B

i
is included in C

j
:

S@
j
"

S
j * DC

j
D#<

i * DB
i
D

DC
j
D#DB

i
D

, (3)

DC@
j
D"DC

j
D#DB

i
D. (4)

After B
i
's in MB

1
, B

2
,2, B

m
N!¹ all have been con-

sidered, we obtain the cluster C
j
with center S

j
generated

by the seed ¹
j

for j"1, 2,2, s. We de"ne
MC

1
, C

2
,2, C

s
N as the set of clusters generated by this

string.
Reproduction phase: Let C

i
be one of the clusters gener-

ated by string R. We de"ne D
*/53!

to represent the intra-
distance in the cluster C

i
and D

*/5%3
to represent the

inter-distance between this cluster C
i

and the set of all

other clusters in the following equations:

D
*/53!

(C
i
)" +

Bk$Ci

E<
k
!S

i
E * DB

k
D, (5)

D
*/5%3

(C
i
)" +

Bk$Ci
Amin

jEi

E<
k
!S

j
EB * DB

k
D, (6)

where the summation in Eq. (6) is over all B
k
's that are in

the cluster C
i
. Then we can de"ne the "tness function of

a string R as follows in Eq. (7):

Fitness (R)"+ D
*/5%3

(C
i
) * w!D

*/53!
(C

i
), (7)

where w is a weight. If the value of w is small, we
emphasize the importance of D

*/53!
(C

i
). This tends to

produce more clusters and each cluster tends to be com-
pact. If the value of w is chosen to be large, we emphasize
the importance of D

*/5%3
(C

i
). This tends to produce fewer

clusters and each cluster tends to be loose. If R contains
only 0's, Fitness (R) is de"ned to be 0. If R contains only
one 1, D

*/5%3
(C

i
) is de"ned to be 0. After the calculation of

"tness for each string in the population, the reproduction
operator is implemented by using a roulette wheel with
slots sized according to "tness.

An example may be helpful in understanding the rela-
tion between the values of w's and the numbers of clusters
generated. In Fig. 1, there are four sets B

1
, B

2
, B

3
, B

4
as

the input to the second stage. Assume that each B
i
con-

tains three objects. In this stage, some of them may be
grouped together to form the "nal clustering. Let string
R

1
represent the subset MB

1
, B

3
, B

4
N and string R

2
rep-

resent the subset MB
2
, B

4
N. Each <

i
denotes the center of

B
i
for 16i64. Fig. 1(a) shows the three clusters, C

1
, C

2
and C

3
, generated from bit string R

1
and Fig. 1(b) shows

the two clusters, C
1

and C
2
, generated from bit string R

2
.

Each S
i
denotes the center of C

i
. Note that in Fig. 1(a),

S
2
"<

4
and S

3
"<

3
. Also, in Fig. 1(b), S

2
"<

4
. In Fig.

1(a), let E<
1
!S

2
E"11, E<

2
!S

3
E"8, E<

3
!S

1
E"

9, E<
4
!S

1
E"11, E<

1
!S

1
E"2, E<

2
!S

1
E"2. In

Fig. 1(b), let E<
1
!S

1
E"7, E<

2
!S

1
E"5, E<

3
!S

1
E"

6, E<
1
!S

2
E"11, E<

2
!S

2
E"12, E<

3
!S

2
E"12,

E<
4
!S

1
E"10. When the value of w is 1.5, the "tness of
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two bit strings R
1

and R
2

can be computed by Eqs. (5)}(7)
as follows:

Fitness (R
1
)"(11 * 3#11 * 3#8 * 3#9 * 3) * 1.5

!(2 * 3#2 * 3)"163.5,

Fitness (R
2
)"(10 * 3#11 * 3#12 * 3#12 * 3) * 1.5

!(7 * 3#5 * 3#6 * 3)"148.5.

Since Fitness (R
1
) is larger than Fitness (R

2
), three

clusters (Fig. 1(a)) are obtained by the genetic clustering
algorithm. However, when the value of w is 2.5, the "tness
of two-bit strings R

1
and R

2
can be computed as follows:

Fitness (R
1
)"(11 * 3#11 * 3#8 * 3#9 * 3) * 2.5

!(2 * 3#2 * 3)"280.5,

Fitness (R
2
)"(10 * 3#11 * 3#12 * 3#12 * 3) * 2.5

!(7 * 3#5 * 3#6 * 3)"283.5.

Since Fitness (R
2
) is larger than Fitness (R

1
), two

clusters (Fig. 1(b)) are obtained by the genetic clustering
algorithm. As indicated by the above example, if the
value of w is large, a small number of loose clusters are
produced. If the value of w is small, a large number of
compact clusters are produced.

Crossover phase: If a pair of strings R and Q are
chosen for applying the crossover operator, two random
numbers p and q in [1, m] are generated to decide
which pieces of the strings are to be interchanged.
Suppose p(q, the bits from position p to position q of
string R will be interchanged with those bits that are in
the same position of string Q. For each chosen pair
of strings, the crossover operator is done with prob-
ability p

#
.

Mutation phase: In the mutation phase, bits of the
strings in the population will be chosen with probability
p
.
. Each chosen bit will be changed from 0 to 1 or from

1 to 0.
The user may specify the number of generations that

he or she wants the genetic algorithm to run. The genetic
algorithm will run this number of generations and retain
the string with the best "tness. The user may specify the
value of w used in calculating the "tness function in order
to emphasize on either the compactness of clusters or the
enlargement of the distances among clusters.

The time complexity of CLUSTERING is analyzed as
follows. Let the size of data set be n. In the "rst stage, Step
1 takes O(n2) time to calculate the distances between
pairs of objects and takes O(n) time to "nd the minimum.
Step 2 takes O(n) time to calculate the average of the
nearest-neighbor distances. Step 3 takes O(n2) time to
derive the adjacency matrix and Step 4 also takes O(n2)
time to "nd the connected components by scanning the
adjacency matrix. Therefore, the "rst stage spends O(n2)
time. In the second stage, let N denote the size of popula-

tion and m denote the length of the string. It takes O(m2)
time for each component to "nd the nearest cluster. The
time complexity of the second stage is dominated by the
calculation of the "tness function. It takes O(Nm2) time in
the worst case. Suppose the genetic algorithm is asked to
run G generations, the time complexity will be O(GNm2).
Hence, the time complexity of the whole clustering algo-
rithm is O(n2#GNm2).

4. The heuristic strategy to 5nd a good clustering

In this section, the heuristic strategy to "nd a good
clustering is described. Assume q clusters MC

1
, C

2
, 2,

C
q
N are derived by using the algorithm CLUSTERING.

We de"ne D
1

and D
2

in Eqs. (8) and (9).

D
1
(w)" min

1xi:jxq

ES
i
!S

j
E, (8)

D
2
(w)" max

1xixq

max
Bk$C1

The mean radius of C
i

The mean radius of B
k

" max
1xixq

max
Bk$C1

+
Oj|Ci

EO
j
!S

i
E/DC

i
D

+
Oj|Bk

EO
j
!<

k
E/DB

k
D
, (9)

where w is the value of the parameter w used in CLUS-
TERING. D

1
(w) represents the shortest distance among

the centers of the clusters. Each cluster C
i
may contain

several B
k
's. Let r

i
represent the ratio of the mean radius

of C
i

to the smallest mean radius of these B
k
's. Then

D
2
(w) denotes the maximum of r

i
's. D

1
(w) estimates the

closeness of the clusters in the clustering. D
2
(w) estimates

the compactness of the clusters in the clustering. In the
heuristic strategy, a good clustering is decided by using
CLUSTERING with the value of the parameter w vary-
ing within a range [w

1
, w

2
]. The values of w's are chosen

from [w
1
, w

2
] by some kind of binary search. The binary

search continues until the distance between consecutive
w's is less than a small threshold j. The strategy is
described in the following.

Step 1: Initially, let variables w
S

and w
L

indicate, respec-
tively, the smallest value and the largest value
within the given range, that is, w

S
"w

1
and w

L
"

w
2
. Use CLUSTERING with the parameter

w
S

to cluster the data set. Use CLUSTERING
with the parameter w

L
to cluster the data set.

Step 2: Do while w
L
!w

S
'j (j is 0.125 in our experi-

ments)
Begin

Let w
.
"(w

S
#w

L
)/2. Use CLUSTERING

with the parameter w
.

to cluster the data set.
Calculate the ratios D

1
(w

.
)/D

1
(w

S
),

D
1
(w

L
)/D

1
(w

.
), D

2
(w

.
)/D

2
(w

S
) and D

2
(w

L
)/

D
2
(w

.
). Among all subranges within the

whole range [w
1
, w

2
], "nd the subrange
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Fig. 2. An example of three clusters. (a) The original data set with three groups of points. (b) The clustering by K-means algorithm (4/10).
(c) The clustering by K-means algorithm (3/10). (d) The clustering by complete-link method. (e) The clustering by single-link method. (f)
The clustering by the algorithm CLUSTERING and K-means algorithm (3/10).

[w
!
, w

"
] that has the largest ratio of

D
1
(w

"
)/D

1
(w

!
). Let w

S
"w

!
and w

L
"w

"
.

End
w@"w

L
.

Step 3: Among all subranges within the whole range
[w

1
, w

2
], "nd the subrange [w

!
, w

"
] that has the

largest ratio of D
2
(w

"
)/D

2
(w

!
). Let w

S
"w

!
and

w
L
"w

"
.

Step 4: Do while w
L
}w

S
'j

Begin

Let w
.
"(w

S
#w

L
)/2. Use CLUSTERING

with the parameter w
.

to cluster the data set.
Calculate the ratios D

2
(w

.
)/D

2
(w

S
) and

D
2
(w

L
)/D

2
(w

.
). Among all subranges within

the whole range [w
1
, w

2
], "nd the subrange

[w
!
, w

"
] that has the largest ratio of

D
2
(w

"
)/D

2
(w

!
). Let w

S
"w

!
and w

L
"w

"
.

End
wA"w

L
.

w@@@"w
S
.
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Fig. 3. An example of "ve clusters. (a) The original data set with "ve groups of points. (b) The clustering by K-means algorithm (3/10). (c)
The clustering by K-means algorithm (3/10). (d) The clustering by K-means algorithm (3/10). (e) The clustering by CLUSTERING,
complete-link, single-link and K-means (1/10).

Step 5: If wA*w@ Then Output the clustering obtained
with the parameter w@.
If wA(w@ Then Output the clustering obtained
with the parameter w@@@.

The heuristic strategy "nds the greatest jump on the
values of D

1
(w)'s and the greatest jump on the values of

D
2
(w)'s. Based on these jumps, it then decides which

a good clustering is. Three experiments in Section 5 illus-
trate the determination of good clusterings.

5. Experiments

In the experiments, the parameters used in the genetic
algorithm are described in the following. The population
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Table 3
The clustering results of the set of 20 000 spectral feature vectors

size is 50, the crossover rate is 80% and the mutation rate
is 5%. 100 generations were run and the best solution
was retained. The smallest value w

1
and the largest value

w
2

of the parameter w were set to 1 and 3, respectively.
Three sets of data were used in our experiments. The "rst
set of data consists of three groups of points on the plane
as shown in Fig. 2(a). The sizes of three groups are 100,
200 and 200. The densities of three groups are not the
same. The clustering results of the algorithm CLUSTER-
ING are shown in Table 1.

Several di!erent values of u were applied to illustrate
that a good clustering can be found no matter what the
exact value of u is. That is, as long as u takes its value
within a proper range, the exact value of u is not impor-
tant. In this paper, "ve values of u, namely 1.4, 1.5, 1.6, 1.7
and 1.8, are used to illustrate that with a suitable choice
of the value of w, a good clustering can be found with all
"ve values of u. This means that u may be chosen from
the interval [1.4, 1.8], and the exact value of u is not
crucial to the clustering result.

In Table 1, the column `d of componentsa denotes the
number of connected components obtained in the "rst
stage of the algorithm. The numeral in a circle before the
parenthesis denotes the sequence when conducting the
binary search on the values of parameter w. The "rst
value in the parenthesis, N(w), represents the number of
clusters obtained in the second stage of the algorithm.
Since wA equals w@ in all the cases shown in Table 1 (that
is, wA"w@"1.25 for u"1.4, 1.5, 1.6 and wA"
w@"1.125 for u"1.7, 1.8), according to the heuristic
strategy, the best clustering found is the clustering with
three clusters. Fig. 2(f) depicts this clustering.

For comparison, three clustering methods, the K-
means algorithm, the complete-link method [18] and the

single-link method [18], were also applied to this data
set. Fig. 2(d) depicts the clustering result obtained by the
complete-link method. Fig. 2(e) depicts the clustering
result obtained by the single-link method. Both cluster-
ing results are not good. These two methods are not
suitable in clustering data with di!erent densities. The
K-means algorithm was applied ten times with the num-
ber of clusters being set to three. Figs. 2(b), (c) and (f)
show, respectively, the clustering results of the four, three
and the other three times of application of the K-means
algorithm. For K-means algorithm, only 30% of cluster-
ing results were good even when the number of clusters
was known in advance.

The second set of data as shown in Fig. 3(a) consists of
"ve groups of points on the plane. The sizes of "ve groups
are 100, 100, 100, 40 and 160, respectively. The densities
of "ve groups are similar. Table 2 expresses the clustering
results of the algorithm CLUSTERING. In Table 2, w@
is smaller than wA for all cases. That is, w@"1.25 for
all u, wA"2 for u"1.8 and wA"2.5 for all other u.
Therefore, the best clustering found is that with "ve
clusters. This clustering result is depicted in Fig. 3(e).
Both the complete-link method and the single-link
method worked well this time. Their clustering results are
also shown in Fig. 3(e). The K-means algorithm was
applied 10 times on this data set. But the result was not
good. Only 10% of the clustering results were good even
when the number of clusters was known in advance, as
expressed in Figs. 3(b)}(e). The choice of initial centers in
the K-means algorithm a!ects the clustering result very
much.

The last data set is a large one. It contains 20 000
spectral feature vectors derived from 40 speeches in
the TIMIT database [19]. Each vector contains 64
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Table 3 (Continued)

Table 4
The comparison of four methods

Methods (d of clusters, average distance
from center)

K-means (627, 5239) (633, 5208)
Single link (627, 5673) (633, 5512)
Complete link (627, 5425) (633, 5317)
CLUSTERING (627, 4328) (633, 4282)

components. Table 3 shows the clustering results of this
set of 20 000 spectral feature vectors. In this experiment,
the good clusterings obtained by the algorithm CLUS-
TERING and the heuristic strategy are that with 627
clusters (for u"1.4 and 1.7) and that with 633 clusters
(for u"1.5, 1.6 and 1.8). For comparison, the K-means
algorithm, the single-link method and the complete-link
method were also applied to this data set to produce both
627 and 633 clusters. The average distance from center
was used as an indication for comparison. The average
distance from center means the average of the distances
of all data points to their cluster centers. From Table 4,
the average distance from center is much smaller for the
clustering results of the algorithm CLUSTERING.

6. Conclusions

In this paper, we propose a genetic algorithm for the
clustering problem. The proposed algorithm CLUSTER-
ING with the heuristic strategy is an automatic cluster-
ing algorithm. The "rst stage of CLUSTERING uses the
nearest-neighbor clustering method to group those data

that are close to one another. At the end of the "rst stage, a
set of small clusters is obtained. The second stage is a
genetic clustering algorithm. This algorithm will group
the small clusters into larger clusters. A heuristic strategy
is then used to "nd a good clustering. The main purpose
of the "rst stage is to reduce the size of the data to
a moderate one that is suitable for the genetic clustering
algorithm in the second stage. If the initial data set is not
large, the "rst stage can be omitted. The experimental
results show that CLUSTERING is e!ective.

Unlike other clustering algorithms, the proposed algo-
rithm CLUSTERING with the heuristic strategy can
automatically search for a proper number as the number
of clusters. From our experience, for almost all kinds of
data, a good clustering can be found by setting u to 1.4,
1.5, 1.6, 1.7 or 1.8 in the "rst stage and binary searching
the value of the parameters w within the interval [1,3] in
the second stage. In fact, Tables 1}3 can give us much
information about what a good clustering is. Although
one may apply the K-means algorithm many times in
order to "nd a good clustering, for a clustering problem
with a large data set (for example, in the third experiment
which has 20 000 feature vectors), it is not easy for
the user to guess how many clusters should be there. The
K-means algorithm will not produce a good clustering if
the number of clusters given by the user is not proper.
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